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INTRODUCTION

During the winters of 19533-1954 and 1954-1955, a
twenty-seven acre area wag clearcult on the Harvard Black
Rock Porest, Cornwall, New York. An assessment of the
hardwood regeneration present on the area was undertaken
during the summer of 1973, Brief analysis of the data
obtained from a hundred sample plots revealed a tremendous
diversity ip both the type and the amount of regeneration
present. Séeculation arose ag to whether the differences
between plots were the result of the effects of various
site factors, or whether the differences merely demonstrated
random fluctuations about some population mean.

The following field seasgon, 1974, half of the original
plots were selected for measurement of various physlographic
and edaphic factors. The field phase of the study was com-
pleted in July, 1974. Some of the multivariate statistical
téchniques'were used to analyze the data. Analysis began in
August, 1974 and was completed in March, 1975. Since multi-
variate statistics have not been often used in forestry re-
gsearch, determining the type and usefulness of the information
obtained from the methods utilized was also of interest.

The objectives of this study were:

I. 7To determine if species density and diversity in a



II.

young, mixed oak stand can be correlated with oxr
explained by physical site variables acting either
jointly or alone.
To determine if multivariate statistical analysis
(MSA) can yield meaningful results from soil-site
data. That is,

4. What type of information does MSA give to

: the forest researcher; and
B. How practical are the techniques herein

vtilized.




LITERATURE REV.IEW

Efficient forest management practiées muSt.redognize
inherent producﬁivity differences between forest sites.
Identification of this need has resulted in hundreds of
published forest site studies in the United States alone
since the early 1900's, megt of them undertaken to raté
sites in terms of their growth potential. These studies
have usually aimed at achieving elither quantitative predic-
tive ability or biological understanding of forest produc—
tivity. As Mader (1965) points out: "Our ultimafe goal |
should be the capacity to identify the exact factors limit-
ing grthh and the magnitudelof_response to be expected from
changes in ﬁhese factors, including genetié varlation. From
this information decisions could be reached on whether 1t is
physically or ecohomically feasible to change the environment.“

The many published studies only represent the tip of
the iceberg in terms of the total number of studlies or re-
search projects that have been undertaken in thig fileld of
forest site evaluation. While this state of affairs is fairly
common in any well researched field, it can result in an unreal.--
ietic view of the field when viewed by someone outside of that
fielde When studies are originally reviewed by an editor a

natural bias usually exists to accept the "best" studies for




publication, il.e., those studies in which good relation-
ships were determined between the variables of interest.
Studies of limited geographlcal coverage or studies that
didn't report significant results are usually not published.
When reviews of the literature are undertaken, abstracting
of research projects tends to result in concentrating on the
major factors which were found %o be useful in analysis.

What are considered important studies are those which, in
the mind of the reviewer, provided new or useful information.
Reading many of the published papers gives the impression
that the techniques used in site evaluation have worked well
in practice. This is not so. The paucity of studies pub-
lished in the past ten years gives a good indiecation of the
current lack of interest in these techniques which have not
~been found to solve the problems in forest soil site evalua-
tion. Little concern has been evidenced to see further pér-
mutétions of the ideas that just haven't worked well in most
applications.

7 Mader (1965) has outlined five basic approaches to site
classification which have been used in this country. His
clagsgification, which is baged on both the underlying philo-
sophy and the mechanics employed in the study, will be followed
in *his review. These approaches follow a looge chronological

sequence in their order of discussion. However there is a




certain amount of overlap in time hetween these methods of
site ciassification.

- The first method involves developing sets of site index
curves by determining the height-age relationship of a large
number of dominant or codominant trees from a broad range of
gtands. Then stands of the particular species.(or group of
related specieg) can be rated or ranked by growth rate. The
height growth of the main canopy is thus used as the inte-
grator of the environmental factors. |

These studies often reported yield table data by site
index classes, which is useful information for management
planning. Also, this method may‘be suitable for short term
purposes or low level extensive management. However, it is
inadequate for determining site c¢lassification and evalua-
~tion. Little information is gained except concerning the
meagured sites. Areas without trees or lacking sultable stand
conditiens«can not be evaluated. Comparisons with other
species can not be made without either a long history involv-
ing rotations of different species on a slte or unless several
dominant species are present on the area. Although relatively
few, such studies on comparative site indices have been pub-
lished (Copeland, 19563 Curtis and Post, 1962; Deltschman
and Green, 19653 Doolittle, 1958; Foster, 1959).

Most site index curves developed for an area have been




anamorphic, that is having the same shape. Many authors
have dlscussed the problems underlying the assumption

that height growth patterns are uniform within a given
forest region (Bull, 1931; Carmean, 1970, 1971; Heiberg
and White, 1956). Hicock et al. (1931) presented a set of
polymorphic site index curves for red pines however, poly-
morphiec curves have not become common.

Heiberg and Wwhite (1956) suggested using current site
index, that;is the current height growth of a given stand
at any given time, to indicate current site gquality rather
than average site quality ag measured over the life of the
stand by conventional site index.

One of the assumptions underlying the preparation of
site index curves is that height growth is unaffected by
gtand density. Thus plots from differing stand densitles
can be used to construct the curves. However, this assump-
tioﬁ does not hold for some species (Gaiser and Merz, 1951;
&evofkiantz and Scholz, 1944).

Another drawback to using site index classes as ratings
of productivity is poiﬁted out by Mader (1961, 1963). Height
measures and volume measures (more merchantable expressions
of growth) for red pine did not correlate well with each
other and did not agree in the mamner in which they correlated

with site variability. The best correlation was obtained with




gome measure of volume growth. Nader (1965) concluded that
height measurements may not be sengitive enough to serve as
the basgis of site classification.

Phe second general approach to site classification has
been based on the use of observed or measured soil properties
and topographic features. The technique used in simplest
form by Haig (1929) and Hicock et al. (1931) and extended to
more complex multiple regression form by Coile and his co-
workers (Goile, 1935, 1940, 1942, 1952; Coile and Schumacher,
19533 Gaiéer, 1950, 1951; Ralston, 1951) was to correlate

growth with a small number of soil physical characteristics

guch as texture or depth of soil horizons plus other variables

measuring topographic features or past land history. These
studies have tried to develop efficient prediciive equations
for aite index based on trial and error combinations of vari-
 ables with strong emphasis placed on the idea that only a few
vafiables could explain the observed site differences. Rela-
tively 1ittle concern has been given to explaining the basic
bilological relationships involved. Coile (1952), Ralston
(1964), and Berglund (1968) reviewed the work to dabe‘quite
well. ’

Hodgkins (1959) evaluated the soll-site index regression
technique from the standpoint of statistical validity. He

points out that the two conditions for validity of linear




regression analysis are not always met; namely that 1) the
‘regression be strictly linear; and 2) the error terms (the
variable portion of the dependent variable not defined by
the regression line) be normally distributed about the
regression line in a random manner and be indepéndent of
the values of the independent wvariables (Wold and Juréen4
19535 Snedecor,; 1965).

Linearity can be achieved by mathematical transforma-
tions. However, two additional problems arise with transfor-
mations. First, blological significance becomes increasingly
difficult to interpret in a transformed system. Secondly,
further assumptions should be mef prior to transformation.
Quoting from Llojd and Lemmon (1970):

*Employing a trigonometric relation, such
as the sine or cosine to produce linearity in the
relationship between site index and aspect, re-
quires two assumptions: 1) The curve of site index
over asimuth of aspect does in faect have the shape
of a gsine or cosine curve; and 2) the high and low
points on the curve are built into the procedure.
T+t follows that the assumed *"high" and agsumed
wlow" are L1809 apart. These assumptions are
subject to differences of opinion...(they conclude
that) data rectification to provide linearity and
ad justments to bring the productivity curve into
juxtaposition with the cosine curve...{are) pre-
requisite to studying relatlionships between gite
index and aspect by regression methods.”

The second condition for regression analysils, that of




random and independent error terms is not met because:

(Hodgkins, 1959)

w,,.this can be achieved completely only through
the replicatlon and randomization procedures of
the careful experimental design (Wold and Juréen,
1953)...What does this violation do t0o the
affectiveness of the prediction equation already
developed? Cochran and Cox (1957) state that
dependence in statistical errors "“might completely
vitiate tests of significance". Wold and Juréen
(1953 emphasize the damage to gtandard errors of
the regression coefficlents. They atate that
these, as calculated, will be in error by unde-~
terminable amounts, and they imply that the
calculated standard errors will be too low. This
would mean that confidence iimits, as calculated
for any site index value other than the mean
value for the study area, would be unreliable.®

The use of stand age as an independént variable will
most likely agerevate the validity problem. Again, according
to Hodgkins (1959)+

“Tt seems quite likely that age may be correlated
with some importent environmental variables, yet
interaction terms are seldom included in prediction
equations that use age as a variable. Thus the
amount of dependence in the statistical error term,
e, in the linear regression equation will be in-
creased. The inclusion of age as a variable also
hag the unfortunate effect of producing large
multiple correlation coefficients, causing many

to conclude incorrectly that a large proportion

of variation in height has been accounted for by
environmental factors.®

Another school of thought within this second approach 1o
forest site clagsification involves using the existing national
scil clasaification system for prediction of growthe Thus an

jmportant goal of studies of this type is to use soil geries,
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drainage and textural classes, or horizon depths as deter-
mined by the Soil Conservation Service (S¢S) to delineate
site gquality classes. This method has met nixed success.
Some authors have reported good correlations between site
quality (usally site index) and gsoil series or soil mapping
units (Broadfoot, 1961, 19633 Eingpahr and MeComb, 1951;
Gessel, 1949; Hill, Arnst and Bond, 1948, Stoeckeler, 1960,
Westveld, 1952; Westveld, 1933). Others have found soll
types or series to be of use only in determining general or
approximate quality classes (Arend and Julander, 1948,
Dubold, 19353 Youngberg and Scholz, 1949).' carmean (1967)
and Lemmon (1970) suggest using Woodland suitability groups
ag the basis of classification. Many authors have used
specific characteristics from soil descriptions such as
drainage class {Auben, 1945a), depth to tight subsoil (Auten,
19%5b), textural classes (Cox, MoConnell, and Matthew, 19603
cessell and Tloyd, 19503 Zahner, 1957), color and mottling -
(Hansen and Mc Comb, 1958), and parent material (Minekler,

- 1943) .

Soil gseries alone doesn't appear to be a good indlcator
of site index primerily because of the variability in charac-
terigtics important to tree growth within a series. Fertility
differences based on nutrient or water availability are not

uged in S. Ce. Se soil classification per se although drainage
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classes and parent material as indirect indicators are used.
The third type of approach has used laboratory analysis
of physical and cﬁeﬁical properties to gain more precise
measurements of the factors believed important for tree
growth. Most authors have concentrated on physical soil
properties. Coile (1952), believed that chemiéal character-
igtics could be limiting under certain circumstances usually
confounded with adverse soil physical properties., He
believed that physical conditions were of overriding im-
portance in site studies; thus researchers were justified
in ignoring soil ' fertility research. = = ' -
Many authors have concentrated on mpisture content or
eqﬁivalent (Carmean, 19543 Coile and Schumacher, 1653
Copeland, 1956; Corson, Allison, and Chegney, 1929; Gaiser,
1950; Mc01urkin,i963), or on measuring textural fractions
(Coile, 1953; Della-Bianca and Olson, 1961; Hannah, 1968a,
1968b). Yawney and Trimble (1968) and Zinke (1958) measured
soil pH. Correlations between siﬁerindex and available
 potassium (Beaufalt, 1956; Nelson and Beaufait, 1956),
total nitrogen (Lunt, 19393 Hicock et g;;. 1931), andAcalcium,
magnesium and nitrogen (Bowersox and Ward,_19?2) have been
reported. Stoeckler (1960), while finding some significant
correlations between site index and chemical properties,

reported much higher correlations for the mechanical




properties of the soil.

Additional information is needed %o assess accurately
the actual availability of nutrients to trees. Tests used
in +the past may not have been sensitive enough to detect the
differences like the agricultufal quick tests, or the horizons
sampled may have been too shallow to refleét accurately the
nutrient status of the soil volume occupied by the tree
roots. The body of information available on response to
forest Fertilization supports the view that fertility dif-
ferences are important but inadequately measured in the past
rather than the view that physical properties are most often
limiting and hence of greater importance. Since soil site
gtudies measure fhe factors whose mode of action is indirect,
it ig possible that a physical property such as gtoniness,
dubbed statistically significant in a study, may actually
- be important becauvse it dilufes the soil volume and hence
resulte in a reduction of available nutrients.

The fourth approach outlined by Mader uses minor vegeta-
tion or indicator plants to classify site quality. This
site»fype or ecologleal approach has been widely used in
Canada and in Burope (Chikishev, 19653 Lafond, 1960; Sisam,
1938). Cajander (1926) reported good success for his system
of forest quality types based on ground vegetation in Finland.

Distinet ordered differences in growth were found between the
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gsite types. Heimberger (1934) and Westveld (1952, 1954)
ha%e been among those who have advocated its use in the
United States. Hodgkins (1961, 1970) and Silker (1965)
have reported on the successful use of indicator plants

in the southern United Statesa; Tpimble and Weitzman (1956)
found ground vegetation could be used to seperate three
guality classes for upland oaks.

However, the complexity and diversity of temperate
haxrdwood fdrests has long been a stumbling block to the
acceptance and use of indlcator plants. Major objections
. are that the plant community relationships change moxre
rapidly than solil and {opographic conditions, and the minor
vegetation ﬁust be interpreted in terms of forest growth

(Mader, 1965).

The F£ifth approach, sdil-vegefation surveys, involves
sbroad scale forest land classification from aerial photos
and ground control work using combinations of land features,
stand characteristics, and solls information “(Maders 1965).
The Ontario classificaﬁion system by Hills (1958) used in |
Ontario and in the Canadiah Mariﬁime Provinces would be an
example of this method of.sita claseification. The Ontarlo
systen is based on local c¢limate, soil moisture, and soll
nutrient regimes. In California (Gardner, 1958; Weislander

and Storie, 1952) this method has been used to distinguish
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broad quality classes, but its accuracy.is not yet sufficient
for precise distinctions. Recent work in remote sensing and
photogrammetry may hold future hope for increasing the
accuracy and precision of soil vegetation surveys (Aldrich
et al., 19703 Avery, 1966; Commitiee on Remote Sensing Tor
Agricultural Purposes, 1970, Heller et al., 1964; Poulton

et al., 1970; Spurr 1960).

In recent years additional studies have been made which
seem to indfcate the need for adding a sixth category to
Mader's classification of site quality studies. This sixth
approach uses multivariate statistical techniques to analy:ze
multiple biological and physical variables and their inter-
actions. These studies break with the past not only in their
increased sophistication in analyzing complex data systems,
but also in their broadened use of indicators of site quality.
Almost all traditional forest site quality studies have used
site index as the sole criterion of site quality. An early
exceptipn was Lunt and Baltz (1943) who related basal area to
gite factors. |

Nusg and Borden (1968) *argue ; "gince site qﬁality
investigations have included a wide variety of relatively
precise measuremenﬁs of independent variables, no real
reason exists for doubting that the *right" independent

variables have been included (in multiple regression analyses).

#Because this sixth type of soil site study has not been
Sncluded in past reviews, these studies will be discussed
in somewhat greater detail than those cited previously.
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This consideration leads to the belief that a major drawback
to‘sité quality investigations could possibly be that site
guality is not adequately defined by its measure in terms
of site index.* They used a linear combination of average
sugar maple d.b.h. (diameter at breast height) number of
trees per acre, average height of dominant and codonminant
sugar maple to réflect volume productivity. This composite
variable was then related to site variables such as percent
slope, bulk density, texture and field capacity, by a
techﬁique called canonical correlation. Canonical correla-
tion is the multivariate extension of correlation analysis
(see Chapter 4).

La Bastide and Van Goor (1970) used average helght at
age five for slash pine and at age fwenty for Brazilian pine
and related this measure of tree growth to soil units, and
to so0il and foliage nutrient analysis uéing factor analysis,
another multivariste technique (see Chapter 4).

Lewis and Ward (1967) used Log (height x basal area)

. of the dominant and codominant white ash as their measure of
site quality. Thig index of quality, designated Q, was then
uged in three snalysis; soil taxonomic dlassification,
indicator species, and manipulation of environmental veri-
ables via multiple regression. Multiple regression with @

as the dependent variable was the most successiul of the
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techniques utilized.

Berglund (1968) used simple product~moment correla-
tion analysis, factor analysis, and multiple regression
analysis together to predict sugar maple site productivity
on the basis of physical soil properties and topographic
characteristics. The original objectives of the study were
to use soil taxonomic units to seperate relatively uniform
areas of produdtivity and to develop biologically sound
productivity predictor equations. However, due to numerous
taxonomic changes by the S.C.S. it was concluded that the.
soil ﬁaxonomic unite were too unstable to form the basis for
a classlfication system. Site iﬁdex, basal area periodic
annual increment, and cublc foot pericdic annual increment
were the measures of site productivity.

Jackson and Gifford (1974) used periodic volume incre-
ment of radiata pine as the dependent variable in-a multiple
regression analysis with mean precipitation, seasonal rainfall
digtribution, seasonal departures from optimum temperature,
 effective moil depth, total nitrogen, and available potaggium
being the independent variables. The S%udy was set up to
include the maximum range of New Zealand climates. After
the effects of age had been removed, 66 percent of the remain-
ing #ariation in periodic volume increment was accourted for

by the independent variables. Thus, including climatic variables
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may have real utility in extending the area of coverage of
such studies.

Jeglum (1974) used another multivariate technique,
principal components analysis, to analyze black spruce growth
and vegetational diversity. The environmental variables were
divided into two classesy moisture - aeration related measures
including depth to water and ferric, ferrous, and sulfate
analysis, and nutrient related measures including pH, depth
of peat, conductivity, and nutrient concentrations. While
site index was used to estimate gite quality for black spruce,
the combination of minor vegetation and the results of physical
and chemical analysis in a.little used statistical technique
make ‘this paper quite unusual. |

while only a few studies using multivariate techniques
have been published in forestry regearch, a number of studies
wtilizing MSA have been publighed in forestry related fields
guch as sqils, hydrology, taxonomy, and photogrammetry. This
seems to augur well for these methods of analysis. The study
prasented in this thesils belongs bo thig sixth approach to
aite classification. It uses a series of multlvariate methods

to analyze specles density and diversity.
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THE STUDY AREA

General

The Harvard Black Rock Forest is a 3600 acre tract
near Cornwall, New York. (see Pigure 3-1). Owned by Harvard
University, the Forest has had ongoing research projects in
silviculture and timber management for the past forty years.
The gtudy area is located in Compartment XXV of the Forest,
which is to 'the west-southwest of Tamarack Pond. This area
is bounded by the Chatfield Road, and the Chatfield and
Secor trails. (see Figure 3-2). The lowest elevations,
about 1260 feet, are found along the road. The elevation
increases to 1410 feet and then levels off close to the
intersection of the two tralls.

The twenty-seven acre study area was clearcut, includ-
ing all trees and underbrush, during the winters of 1953-1954
and 19541955, The ages of the major stand at the time of
cutting were 40 years in the eastern section of the area and
82 years in the western section. Diameters in the gtand
ranged from three to five inches at the top of the hill to
ten inches along the road and in the gully in the\eastern
section of the area. An average of 18.3 cords per acre was
removed during the logging.

Poct of

After the cut,\the area was sprayed with a solution of

2,4,5,-7 in kerosene to kill ag many sprouts and existing

root systems as possible. However, sprouts were very




Figure 3-1.

Map of the Harvard Black Rock Forest.
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vigorous even ‘the first year after sprayingg and they soon
took over the area. Approximately 95 percent of the.regenm
eration present in 1973 was of sprout origin.

The existimg-stand is mostly mixed oak. Northern red
oak%/scarlet oak, chestnut oak, white oak and red maple
predominate; black and grey birch, striped maple; American
chestnut, speckled alder, flowering dogwood and scrub oak
are also present in smaller numbers. The major minor vege-
tation included blueberry, huckleberry, laurel and speckled

alder.

2
GeologgJ/

The Harvard Black Rock Forest lieg on the north side .
of the Hudson Highlands, an  area of pre-cambrian cryatal;
Line rocks. The area can be se?erated inte twe physlographic
divisions, the Highland sectlon and the Northern 3Slope sectién.
The Highland section is an area of swamps and artificial
ponds geperated by low hills and rélling uplands. The rellief
is seldom over 200 feet with the elevation varying from about
1225 to 1463 feet. The Northern Slope section lies at
altitudes of 420 to 1225 feet, and.is characterized by steep,
northwest slopes and deep ravines. The study area iz in the
Highland section of the forest.

Small rounded bedrock outecrops, ten to twenty feet high

i/
The scientific names according to Gleason and Cronguist, 1963
and Little, 1953 are given in Appendlix A.

2/
The following discussion ils adopted from Denny, 1938 .
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are very abundant in +the Highland area. Exfoliation is
removing thin plates of rock from the exposed outcrops.

The surface of the rock ledges is wvery rough, with large
feldspar crystéls projecting above the gurface. Weathered
pits and solution grooves in the rocks are common. Scattered
boulders lie on the soil and bedrock surfaces.

Till and warp are the only glacial deposits found with-
in the Forest. The upper one to four feet of the weathered
zone (the warp) is loose and containsg more boulders than the
underlying till. It is a jumbled mass of pebbles, rocks, and
boulders in a yellowish-brown matrix of sand and clay. Largely
derived from the underlying till; the warp is a'fnost—heaved
layer produced when frost action more intense than that of
today Was prevalent. The original $ill over the glaciated
bedrock has been largely removed by periglacial solifluction;
this is the movement of the surface layer more or less as a
unit down slope under climatic conditions found adjacent to
a glacier (Flint, 1971). Wherever the'glacial deposits are
less than two feet thick, the weathered warp rests directly
upon bhedrock.

The warp on the study area is 60 to 70 percent crystal-
line rock (granite, gneiss, schist, etcs), 20 to 30 percent
sandétone, with slate making up the remainder (Denny, 1938).

The percentages of slate and sandstone usually increase wilth
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depth while the percent of crystalline rocks decreases.
Some bedrock fragments, the Storm King granite, are also

included.

Soil

The major soil series preéent on the study area is
Hollis, a member of the loamy, mixed, mesic family of
Entic Lithic Haplorthods. The Soil Conservation Service
(S.C.S.) mapping unit for this area is 071-BC, Hollis ex-
tremely rocky solls, 3 to 15 percent slope or Rock outcrop~
Hollls complex, gently sloping. The Hollis soll is a
shallow, excessively drained, medium to moderately coarse
textured soil. It is forméd in glacial $ill derived from
crystalline rock, mostly schist and eneiss. A representative
profile of Hollls gravelly loam that occurs in a wooded area
in the mapping unit and the range in characteristics for the
geries are included below. The Hollls series has bedrock
ten to twenty inches below the surface. In an associated soll,
the Charlton, depth to bedrock is greater than fifty inches.
No currently named seriles has the characteristics of the Hollls
and Charlton series, with depth to bedrock between twenty and

fifty inchese.

Personal communication, Middleton, New York office, Soil
Conservation Service, July, 1974.
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b/
Hollis Series

Location: Town of Tuxedo, 200 yards south of New York 210,

3 of mile east of 1-87, on New York 210.

02 3 to 0 inches, dark reddish brown (5YR 3/2) loose
decomposed roots, sticks, and leaves; strongly

acid; clear smooth boundary.

Al 0 to 4 inches, dark brown (10YR 4/3) gravelly
loam; moderate medium granular structure; very
friable; many rools; few poress 15 percent gravel;

gtrongly acid; clear wavy boundary. .

B2 x 4 o 44 inches, strong brown (7.5YR 5/6) gravelly
loam; moderate medium'subangular hlocky structures;
fiable; many roots; common poresy 20 percent

gravel; strongly acid; abrupt smooth boundary.
R - 14 inches, hard gray granitic bedrock.

"Range in Characteristicss

Solum thickness and depth to bedrock ranges from 10 to
20 inches. Coarse fragments raﬁge from 5 to 25 percent.
Pextures range from sandy loam through loam. Reaction ranges

from‘strongly acid to very strongly acid. The Al horizon has

-
.74

Reroxed copy of Hollls Series, an elght page unpublished
draft report obtalned from the Middletown, New York office,
S0il Conservation Service, July, 1974.
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color of 10YR hue, 2 through 4 value, and 2 or 3 chroma.

The B horizon has color of 10YR to 7.5YR hue, 4 or 5 values,
and 5 through 8 chroma. Consistance ranges from friable 10
very friable. Exposed rock outerop ranges from rocky through
rock-outerop, which ranges in percentage from 2 through 90

percente

Climate

The nearest climatological station is at the West Point
Military Academy, approximately three mileg Ffrom the study
area. Average length of the growing season ig 190 days with
the number of frogt free days rangling from 171 to 219 days
(20 years of record). MNean annual precipitation is 46.7
inches with 25-30 inches falling during the growing seascon

(29 years of record = United States Department of Agriculture,

1973)«

Stand and Slte Measurements

Durlng the summer of 1973, a hundrcd 0.01 acre plots
were established on the area. The plots were put in on a
systematic grid on east-wesdt lines. All vegetatién 15" d.boho
and larger was tallied by species. In 1974 £ifty of the
original plots were revisiteéd. This time various edaphic and

topographic variables were reasured on the plots.
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A soil pit was dug at the center of each plof until
bedrock was reached or until 42 inches, whichever came
first. In only two cases was digging stopped at the W2
inch level., Soil color at the top and the bottom of the
pit was measured using a Munsell Color Chart, Percent rock
by volume in the pit and percent surface rock on the plet
were measured by ocular estimates. Aspect, percent slope,
and ground cover were also tallied. Percent slope was
determined ﬁéing an Abney hand level. Ground cover on each
plot was recorded in order of decreasing frequencys

From detailed maps of the area, slope position, dis-
tance to the perimeter of the cut, and age of the previous
stand when cut were determined for each plot. Slope positicn
classes were deliniated by 20-foot contour lines with class
1 being inside the 1400 foot contour line and classA8 being

between 1260 and 1280 feet.

Summary of Measurements

Northern red oak and red maple were the most commen
gpecies on the study area. Together they accounted for over
half of the stems that were tallied. Scarlet, chestnut, and
white oak were alsc present in significant numbers. About
one tenth of the stems were black and grey birch, striped
maple, American chestnut, flowering dogwood, scrub oak, and

speckled alder. MNost of these minor species, while
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Table 3-1l. Number of stems per acre by species and diameter

class,
Diameter Class in Inches

species L.5=2.  2.523.4  3.5-k.b b5+ Total
Northern red

oak 251 ok 17 3 365
Red maple 293 48 6 0 - 3hy
Scarlet oak 11.8 49 14 1. 182
Chestnut oak 111 26 : 10 3 150
White oak 90 20 5 2 117
Black birch 58 . 11 2 0 71
Grey birch L6 M 0 0 50

i/

Other 30 3 0 0 33
Total 1008 255 5l 9 1326

4
Other includes striped maple, American chestnut, flowering
dogwood, scrub oak and speckled alder.
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Table 3-2. Per acre basal area distribution by species.
Bagal Area Number of Plots
Species (Square feet) Represented

Northern red oak 12.2 81
Red maple ?.% 67
Scarlet oak 6.2 48
* Chestnut oak 5.8 43
white oak 3.5 50
Black birch 1.8 26
Grey bilrch 1.0 22
Othefl/ 8 15

Y
Other includes striped maple, American chegtnut, Tlowering
dogwoods scrub oak, and speckled alder.

Table 3=3.

Per acre basal ares distribution by ten square

foot classes.

Bagal Area (Clagses

(square feet)

0
10
20
30
40
50
60
70
80

10
20
30
)
50
60
70
80
90

Number of Plots

Represented

8
8
14
30
17

8
9
3
3
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unimportant in terms of the total area were important on
individual plots.

The distribution of stems by diameter class showed
different patterns by species. Red maple was the specles
with the greatest number of stems in the two inch diameter
claés (L.5=2.4 inches)- However, in the four inch class red
maple was fourth in numbers of stems. Sdarlet and chestnut
oak proportionately had the greatest representation in the
_four and the five inch and greater classes. These results
are presented in Table 3-1. Total basal area by species
and the number of plots on Which ecach species was found ig
presented in Table 3-2+. The digtribution of basal area
classes follows an approximate.normal distribution- The
thirty to forty square feet per acre class represented the
mode, having 30 out of the originai 100 plots. Theée results
are shown in Table 3-3. Total bésal area and average diameter
at breast height (dbh) were calculéted for each plot.

Of the 50 plots where ground cover was taliied, only
seven had tree seedlings; six of these were oak, the seventh
was red maple. Forty-fife plots had blueberry or huckle-
berry present. Mountaln 1aurel, speckled alder, aﬁd wood
fern were each represented on 10-15 ploté- Other ground
cover that was important on individual plots included gweet

fern, honeysuckle, scrub oak, and sarsparilla.




Table 3-4. Summary of physical plot measurements.

30

Variable
Soil depth
Aspect
Percent glope
Slope position class
Distance to perimeter
Age of previous stand
Percent surface rock

Percent reck in pit

Average
’1?.1 inches
320-20° #

17.7%
3.7
176.2 feet

19.7%
20,142

~ Range
0-43 inches
0-~58%
1-8
15-420 feet
Lo or 82 years
3-80%
0-60%

* Mogt commons
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Soil depth to bedrock averaged 17.1 inches with a
range from 0 inches where bedrock was exposed to 43 inches
which occured in a level area close to the top of the slope.

Percent rock in the soil pit ranged from 0%, which was rare,

to 60%, with an average of about 20%. The color at the

bottom of the pit was coded so that organic layers and
very bright colors received the highest numbers. Drab

colors indicating poor drainage received the lowest numbers.

v

_The study atea, taken as a whole, faced north, but the aspect

of the individual plots was quite variable. Aspect was coded
with southeast considered the most favorable, and given the
highest number. The physical site measgrements are summarized
in Table 3~k.

After the:calculations of speciesrbasal area and dobh
for each ploﬁ and the coding and transformation of the
variables was completed, The data were punched onto computer
cards. Different methods of recording the species information

were tried, resulting in three data cards for each plot.
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INTRODUCTION TO MULTIVARIATE STATISTICAL TECHNIQUES

General

Recent use of multivariate statistical methods in the

_analysis of biological data has met with mixed response.

Theée teehniques are undoubtedly attractive and useful
alternatives for the analysis of complex data sets. However,
inwerpretation of the basic models is often confused by the
brief explanations in the literature, and the techniques depend

heavily on the use of complicated mathematical treatments.

If there is puzzlement over what a particular model is actually

doing, lack of confidence in the conclusions may result. To
add to the problem, multivariate statisties has long been
plagued with nomenclature problems. Some techniques are known
by an assortment of names. Other technigues have incorrectly
been viewed as being so basicallj'similiar as to result in
interchangeable nomenclature. |

To aid in an understanding of what some multlvarlate

methods actually do and what types of information can be

obtained from their use, a brief explanation will be presented

for each of the technigues employed in this analysis. Instead

- of glving the formal mathematical models, a descriptive and

graphical approach will be used to0 enable, hopefully, an

intuitive understanding of each of the methods.
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Graphical Representations of Probability Functions

R, SR

Estimation of the variability or dispersion in a pop-
ulation is often very important in statistical analysis.
Plotting the relative frequency or probability against the
variabie values for a populatibn results in a graphical
representation of the prdbability functionlfor the popula=-
tion. Examination of the resulting curve will reveal the
mean and the approximate variance of the population. This
type of representation can be a useful aid in understanding
what many statistical techniques are actually doing with
reference Lo the original population.

The probability distribution for the diameters at
breast height for an even—aged red maple stand could iook
like the familiar bell-shaped curve for a normal distribution
geen in:Figure -1. Plotting the probability distridbution
for another variable, say tracheid length, measured on thé,
same individuals in the population, would also result in a
bell-shaped curve. Graphing the joint probability distribu~
tion for the two variables would result in a three dimensional
model. Asgsunming the variables are uncorrelated.with equal
variances, the model will .look like the gymmetric hill |
pictured in Figure h.2.

However, to assume equal variances is too restrictive

for most uses. Relaxing this assumption will change the
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Figure 1. Probability distribution for the diameters
- in an even-aged stand.
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3

Fizure 4-2. Joint probability distribution for red maple
diameter and tracheid length in an even-aged

gtand. (Adapted from Seal, 1966)
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shape of the resulting model so that the hill is no longer
symmetric about a point. The model will be narrower in the
direction of the variable with the smaller variance.

The orientation of this hill will also be changed if we
relax the restriction that the;variables be uncorrelated.
For example, pletting the Jjoint probability function for
diameter and height measured on our original red maple
population will result in a canted or rotated hill (see
Figure 4-3). The magnitude and direction of this rotation
will depend on the correlation between the variables.

Paking one of these models, say that pictured in Figure
4.3, we can treat it ag a cartographer would treat an actual
hill for representation in two dimensions. Starting at the
top of the hill, directly above (fl. fz). we can draw a set
of closed contour lines on the Xq, X4, plane, such that 25% of
the population values (the frequency digtribution) lies ihSide
the first:lin@, 50% inside the second line and so on. The
result is a set of nested concentric ellipses which can bhe
plotted resulting in a diagran like that pictured in Figure
4-&.‘ Additional variables can be handled by the same chain
of reasoning resulting in multidimensional ellipsoids rather
than ellipses., |

' To surmarize:

T, When the variables are uncorrelated the shape of the
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Flgure 4-39;:Jéint probabilty distribution for red maple
' dismeter and height in an even-aged stand.
(Adapted from Sokal and Rohlf,1969)
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Figure 4-4. fowo dimensional representation of a two
variable joint probability distribution.
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probability or frequency contours is determined
by the relative values of the variances associated
with each variable. Equai variances will result
in eircles, spheres, or hyperspheres depending on
the number of variablés. Unegual variances will
result in ellipses, ellipsoids, or hyperellipsoids.
IT. The orientation and the width of the probablility
ellipses is determined by the correlation or

covariance between the variables.

Digeriminant Analvsis

The purpose of discriminant analysis, as the name implies
ig to discriminate or distinguish between two or more groups
or populations. This is done by deriving a set of composite
linear functions which are based on the original variables
meagured. Diseriminant analysis was originally used to
determine ‘the membership of an individual with reference to
certain populations of interest to which the individual could
belong. In most current research, discriminant analysis has
been used "to determine the extent and manner in which two
or more previously defined groups of subjects may be differen-
tiated by a set of dependehﬂ variables operating together"
(Veldman, 1967).

In terms of graphical representation, the method reduces
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the number of dimensions required to represent the groups to
the number of groups minus one or to the number of original
variables, whichever is smaller. Thus data collected on
25 variables measured over the individuals in three groups
can be presented using two reﬁerence axes. The axes are
Linear combinations of the variables welghted to give
maximum group seperation.

To ext%nd the example discussed in the previous section,
let us assuﬁe we have measured four variables, d.b.h.,
height, tracheid length, and live crown ratio on individuals
from two red maple gtands, age 20 and age 40, Discriminant
analysis will determine a function for each group compoged
of discriminant weights (ai, 8o aj, a@) which when multiplied
by the individual's varlable values will give a discriminant
score. These scorss can then be plotted on a 1ine.and
differences between the groups can then be easily seen. Wwhen
thé scares are plotted against frequency, bell shaped curves
like thosé seen in Figure 4-5 result.

molrelate this diseriminant axis back to the original
populations, let us simplify our example t0 two variables
measured on our two groups. Plotting an increasing series
of probability ellipses will eventually resullt in ellipses
from the group intersecting: Constructing a line pgrpendi-

cular to the line marking intersection will result in a line
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‘Pigure 4-5. Probability distribution of discriminant
scores plotted over two populations. .
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of maximum discrimination. This, or a line parallel to it,
ig the line that the individuals are projected to by the
discriminant function (see Pigure 4-6). Representing addi-
tional variablés is handled by extending the concept to
higher dimensions. ,

Changes in scale in which the variables are measured
will not alter the final result but will change the values
of the disc?iminant welghts, Thus a varlable with a low
discriminan% weight should not be dismissed as unimportant
without performing other statistical tests of significance.
If the variances of the responses are nearly equal, the
weights will give the relative importance of the contribution

of each variable to the discriminant function.

Clugter Analysis

Cluster analysis determines natural groupings or assoclia-
tions of individuals based on their similliarities. Thus
clugter analysis is basical}y the reverse of discriminant
analysis. The two techniques are often used in tandem %o
check the results from one method or to gain additional
information %o be used in further analysis.

A cluster is "a set of objects characterized by the
properties of isolation and coherence" (Jardine and Sibson,

1971)« The variable measurements or valueg for an individual
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4

Representation of the discriminant scores
plotted over Two groups with reference 1o
their probability ellipses.

Pigure 4-6.
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determine its coordinates and hence its position in multi-
dimensional space. Cluster analysis can be thought of as
a technique which sweeps through this space searching for
natural groupings. The end result has minimized within
group variance while maximiziqg between group variance.

It is important to recognize.ﬁhen, that changes in the
goale in which the variables are measured will change the
varilance as§ociatedrwith that variable. Variables with
large variance will be weighted most heavily in determining
the end groupings. Standardization may be advantageous,
expecially in interpreting the results. Many computer
programs allow differential welghting of ‘the variasbles to
be used. This can be of considerable value if the reasons
for assigning the weights are strong; if not, the value of
cluster analyeis can be seriously impaired.

There are fwo basic technigues which can be used to
detexmine the cluster. The Tirst technique begins with as
many grouﬁs ag there are individuals. The individuals and
later the resulting groups having the greatest similarities
are merged in a step-wise process. The process ends when
either a predetermined number of groups is reached or when
a pre-set probability cut off level is exéeededa There are
many versions of this lumping or aggregation technique which

differ basically in their determination of "gimilarity".
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The other basic method is called splitting or digaggre-
gationQ Tn this method the data are originally viewed as
comprising one group, then split into additional groups so
as to minimize ‘the within group variance.

Cluster analysis is one of the methods discussed in
this chapter which does not require a priori grouping of
individuals or of variables. For this reason cluster analysis
can be used as a rational check of previously défined groups
such as are encountered in taxonomlc evaluation. Groupings
other than those expected could result in further analysis
of either the characteristics used for classification or the
original basis for lumping or gplitting the taxbnomic Zroups.

The results of a cluster analysis are commonly subjected
to digecriminant analysis. Discrimiﬁant analysis used in this
context provides information on the contribution of each
variable to the grouping process. Conversely the groups used
in.discriminant analysis can be analyzed by cluster analysis

to determine further their natural coherences

Multiple Regresgion Analysis

The basic purpose of multiple regression analysis ls
to obtain an efficient equation-relating a dependent variable
to a group of independent variables. The most common use of

multiple regression in forestry research has heen the
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development of predictor equations for site index or volume.
Because of its widespread use, most foresters are familiar
with regression analysis. However, it will be briefly
discﬁssed here fo aid in understanding the multivariate
extension on the concept, as wgll as for comparison purposes.

Multiple regression uses the method of leasglt squares to
fit a stralght or curved line to the sample data. The
measurements on an individual or plot can be thought of as
representing its coordinates in n~dimensional space. The
method of least squarés £its a line through this space to
minimize the squared distances from the points to the line.
The line (assuming a straight line for this case) is specified
by an equation in tﬁe Torm Y = By + By Xl + Bz X tou By X
where Y is the dependent variable, the X;'s are the indepen~
dent varlables and the B;'s are the regression coefficients.

A regression 1ine can be thought of as a moving average
(Freese, 1967). It glves an average of the dependent variable
associaﬁedﬂwith specific values of the independent variables.
Before the regression line was fitted, ¥ had a certalin amount
of veriation about its mean. Fitting the line is, in effect,
an attempt to explain part of this variation by the assocla-
tion of the independent variables with the dependent variable.
Testing the correlation of Y with the association of X's in

the regression equation asks whether the variation in Y
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explained by the fitted line is significantly greater than
the variation left unexplained. It dees not show that the
fitted hyperplane ig the best to describe the data. Nelither
does 1t show that we have found the true mathematical rela-
tionshiﬁ between Y and the xi{é. "There is a dangerous
tendency to ascribe more meaning to a fittéd regression
than is warranted" (Freese, 1967).

. The method of least squares is used in the analysis of
data both from planned experiments and from unplanned gitua~
tions. However, the word "regression” is most often used to
describe analysis of unplarmed data. It is the tacit assump-
tion that the requirements for the validity of least squares
analysis are satisfied for unplanned data that can cause
trouble (Box, 1966). The violation of these assumptions has
been discussed in Chapter II and will not be duplicated here.

| However, it might well be asked what we want regression
analysis to do for us. If we want to predict Y in the future
from passive observations of the Xi's, regression can be a
powerful tool. Multiple regression analysis has been‘used to
develop quite accurate predictor equations for both stand
volume and site index. These equations will be most useful
if their future use is to be in the population from which the
original data were collected. Care should be used in extrapol-

ating beyond the measured values.
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On the other hand if our purpose is to discover how
changes in Xi's will affect Y with the intention of actually
modifying the system or to txy to gain biological understand-
ing‘of the relationships involved, regression analysis

should not be used.

Canonical Correlation Analysis

Canonical correlation is the multivariate extension of
ﬁultiple correlation analysis. Its objective is to study
the relationships between two sets of variables, a set of
p independent variables and a set of q dependent variables.
Canonical analysis forms a series of new pairs of variables
called canonical variates or canonical variables. The
canonical variable V4 1s formed from a linear combination
of the dependent variabies; Uy from a linear combination of
the independent variables. V4 and'U1 are deternined so
that the correlation between them is maximal. The nex?y
pair of canonical variates, V, and U,, has maximum correla-

tion between them and is uncorrelated with the original

pair. Thig is continued until there are as many pairs of
canonical variables as there were variables in smallest
original variable set, l.e. p or g.

A1l the correlation between the sets of the original

varisbles is channeled through the canonical correlations
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between the new variable pairs (Morrison, 1967). Through
the analysis of the correlations between the canonical
variate pairs, the dependence between the originai variable
gets can be concisely described. Anderson (1958) views this
process as finding a new coord}nate gystem in the space of
each set of the original variables such that the new
coordinates display unambiguously the system of correlation.
The linear combinations of the variables that form V, and Ui
are the first coordinates in the new systems. Similiarly,
the linear combinations that form V, and U, are the second
coordinates. The process is continued until the two new
coordinate systems are completely specified.

Another method of looking at canonical correlation
requifes that the original responses be considered as repre-
senting coordinates in one universe. Then if the cancnical
variates are specified to have unit variance, the correlation
between each pair can be interpreted as the cosine of the
angle befwaen them when they are represented in or superimposed
. upon the original response gystem.

Hotelling (1936) originally developed canonical analysis
to study the relationships between two batteries of paycolog-
i0al tests administered to the same subjects. The goal of
canonical analysis has been to determine the ways ir which

two sets of measures are related, and the strengths and nature
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of the relationships so defined (Veldman, 1967). Anderson
(1958), Horst (1961) and Roy (1957) have extended the idea
of canonical correlation to three or more sets of variables.
However, these extensions of canonical analysis will not be

discussed here.

Principal Components Analysis

The next two analytical technigues, principal components
and factor analysis, are often grouped together under the
general heading of factor analysis, These methods attempt
to determine the latent or hidden factors which cause the
variation in the measured variable responses. Although
principal components analysis (PCA) was not used in this study
it is discﬁssed here so that the reader will understand the
distinctions between it and factor analysis.

PCA involves the rigid rotation of the response axes -of

the original coordinate system into an orientation correspond-

ing to the directions of maximum variance in the sample scabtter

configurstion. Orthogonal least squares solution for the
best-fitting line leads immediately to the first principal
axis; that is the rotated axis which passes through the
direction of maximum variaﬁce of the gample points in n-
dimensional space. It should be recognized that thig 1s the

major axis of the population probability ellipsold. The
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second principal axile will be the first minor axis through
the ellipsoid (see Figure 4-7), and s0 on.

Thisg roitation results in new uncorrelated variables
which are defined by linear combinations of the original
variables. The p original correlated variables are trans-
formed inbto p uncorrelated vafiables in order of decreasing
variance. The total or aggregate variance of the original
variable set is equal to the total variance of the new
variable set; however, the partitioniﬁg of the varlance 1s
quite different in the new system. The first new varlable
will have the greatest variance, often a gignificant portion
of the total. Thus the result of the rotation iIs to produce
a linearly transformed set of variables, which are mutually
independent and may be considered seperately. Because of the
decreasing order of variance agsoclated with the principal
compenents it is poseible that only the first few variables
will account for the majority and possibly all of the
variance and covariance of the original variabies. *The

objective of the analysis is thus parsimonious summarization

of a magsg of observabions" (Seal, 1964). This technique can

be quite useful in pinpointing which variables or combinations
of variables has the greatest varlability and hence warrant
further study. Morrison (1967) discusses the ulility of PCA

as follows:
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Figure 4-7.

mrivariate observations with the three
principal axes drawn in. (After Morrison,

1967)
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1
#In the extreme case of X of rank one-/the first
principal component would explain all the varia-~
Tion in the multivariate system. In the more
usual case of the data matrix of full rank the
importance and usefulness of the component would
be measured by the proportion of the total variance
attributable to its If 87 percent of the variation
in a system of six responses could be accounted for
by a simple weighted average of the response values,
it would appear that almost all the variation could
be expressed along a single continum rather than in
gix-dimensional space. Not only would this appeal
to our sense of parsimony, but the coefficients of
the six responses would indicate the relative
importance of each original variate in the new
derived compound." .

Unfortunately, principal compdnents analysis has many
1imitations which restrict its applidability. The following
comments summarized from Seal (1964) should be expecially
noted. FPirst, PCA should not be done when the variables

are measured on different scéles. The biological ihterpreta-
tion of the principal components becomes quite difficult when
direct variable measurement on a single scale is not possible.
standardization is one solution buf both stahdardization and
changes in variable scales completely change the results.
second, if the off diagonal elements of the correlation matrix
are spproximately equal the interpretive value of PCA is
dubious. Morrison (1967), also:points out that no provision
can be made for variance componehts that are attributable only
to the unreliability or sampling variation of the original

responsess.

1/

X is the original data matrix or array. Rank one means that
only one of the original variables is independent.
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Pactor Analysis

The goal of factor analysis is the reduction of a set
of variables to a smaller group of new uncorrelated variables.
Thié technique is used to try to extract underlying common
or latent factors from the original variable set. Each of
the response variables 1s reﬁresented or defined in terms
of a linear composite function composed of the latent urob-
servable common variables plus an uncorrelated residual com-
ponent called a latent specific variable. The common factors
- generate the covariances among the observable responses, while
the specific terms contribute only to the variances of thelir
particular responsés (Morrison, 1967). The models for PCA
and factor analysis are presented in Table -1 for comparison
PULPOSEs.

_ The orthogonal axes of the common factors oncé determined
may be rotated to new orthogonal or obligue axes to conform
with theoretical ideas underlying the formulation of an
explénatofy nodel or to facilitate the interpretation of the
factors} Orthogonal rolbation will retain independent factors
while oblique rotation will result in correlated common factors.
All rotated systems are mathematlically eguivalent to each
other and to the unrotated solution in that all of them
account for the original corrvelation matrix equally well.

emhis is so because in the final analysis, different factor
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Peble 4-1. The basgic models for principal components analysis
and Tfactor analysis. (Adapted from Morrison, 1967)

Let X1,K2,X3,...,Xp represent the p observable random variables.

Principal Components Analysils

Y. =n X +a X 4+a X +ees +a, X
171 1272 1373 pp

-

c - '*'c *"Ill-l‘
p qplxl apzxz a 3X3 appxp

Where the Yj's are the principal components of the Samplelvalues
of the responses (i.e. the Xi's);

And the aij‘s are coefficlents, which when the Xi's are standard-
ized, represent the relative lmportance of the Xy term in the Y.

J
components.

Factor Analysis

Xl_# woY +w, Y. +w, Y + e +wW Y +oe

1171 1272 1373 lm™m 1

Xp = w21Y1=+ W22Y2 +-'w23Y3 +',.. + Wszm +oe,
= - 4 Y. %+ waee + 4

Xp WplYl wszz WPBY° . wmem °y

Where the Y s are the common factor vari;fe% (m>p)s
The wj.'s are parameters reflecting the importance of the jth
Y in the composition of the ith X, when the XL;'s are standard-

ized; And the e

i's are the apecific factor variables.
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golutions, rotated or otherwise, merely represent different
basis systems (or sets of coordinate axeg) for the same
vector space" (Comrey, 1973). |

| The number of common factors must be specified prior
to analysis. If a specific mogel has not been formulated
many researchers will take a step-wise approach, First,
ag many factors will be extracted as there are response
variables. At this stage some of the factors will be
repetitionss that is some of the factors will overlap with
the original variables and no speclfic factors will De
present. Then the number of factors is decreased step by
step until the analyst belleves that further reduction will
seriously reduce the amount of covariance accounted for the
factors. Thus it will be realized that a unique solution
doeg not exigt for factor analysis.

Because factor analysis represents a model to account

for covariance (dependence between variables) it is not

subject to the restralint of measuring variables on a single

geale and standardization will not change the results,

However, Comrey (1973) feels that some type of scale trans-
formation is important in cases where a few scores in a

sample depart radically from the others.
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RESULTS AND DISCUSSION

Digeriminant Analysis

One of the primary advantages of discriminant analysis
stems from its flexible use in determining populations of
interest from the basic multivariate sample. The assump-
tions underlying the model are that the pbpulations of the
response variables have multivariate normal distributions.
and a common covariance matrix, but different response neans.
violation of thesé assumptions is not usually a serious
problem.

Once the groups have been determined, often based on
one of the response variables;‘this variable is taken out
of the data array before the program is run. The step-wise
discriminant program ﬁtilizedl determines the F values for
each variable. The variable with the highest F value is the
first one used in constructing the diseriminant functions.
The program output at each step includes the number of plots
in eaéh group correctly classified by the discriminant func-
tions, the group discriminant functions, and the F values
between the determined groups. After a variable has been
put into the discriminant.function, the remaining variables'
F values are recalculated. The variable with the next highest

F value is ‘then added to the discriminant'function-V-The

L/
The specific computer programs used are given in Appendix B.
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individual variable's contribution to the function is
monitored step by step; thus the variable can be dropped
from the function if its contribution is deemed insignifi-
cant. _.

For the first two analyses the plots were divided into
three groups based on total basal area. The groups were
determined so as to divide the range of basal area into
equal thirds. Then the first analysls was run with total
basal area and the individual species’' values for basal
ares and abh (average diameter at breast height) omitted
from the data. The first variable used in constructing the
discriminant functions was perceﬁt rock in the soil pit.
Using this variable alone 24 plots were correctly classified
into fhe proper basal area groups. (see Table 5-1)s The
correlation between percent rock in the pit and total basal
area was only-.10. Three other site variables had higher
correlations with total basal area. Thug one of the inter-

esting results from discriminant analysis is the pinpointing

_of the variables begt able to discriminate between the groups.

Percent rock in the pit is probably important because it

‘reduces the soil volume avallable for water and nutrient

extraction by tree roots. The second variable used, number
of species on the plot, resulted in digcriminant functions

that correctly classified 28 plots. This variable may be
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Table 5-1. Classification by discriminant analysis.

Case 1:

Case 2%

Case 33

Classification into basal area groups using percent
rock in the soil pit.

Number of cases classified into each zroup

Group Low Medium - High
Low 5 3 | 8
Medium 5 13 8
Hich 0 2 6

Classification into basal area groups using red
maple basal area.

Number of cases claggified into each group

Group Low . Medium High
ow ' 13 1 1
Medium 14 7 6
High 2 1 5

Clasgification inte groups, based on the age of the
previous gtand when cut, uging dbh of chestnut oake

Number of cases clagsified into each group

Group | Age 40 Age 82
Age 40 ' 20 6

Age 82 2 22
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important because few specles can tolefate the harsh physical
conditions which prevail on the worst sites. On this area,
the presence of a large number of speciles on a plot probably
indicates better site conditions. Using all ‘ten variables
resulted in corréct classificaﬁion of 2/3 of the plots (i.e.,
34 plots)e.

Next the program was rerun this time including the iﬁ-
dividual spegies' values for basal area and dbh. The first
variable usea in +this analysis was basal area of red maple.
This resulted in correct clageification of 25 plots. The
addition of the second varialle, basal area of northern red
oak, increased the correct classification by the discriminant
functions to 35 plots. By step five, adding the basal area
of scarlet oak, chestnut oak, and birch, 44 plots were
correctly classified. The importance of percent rock in the
pit and number of specles was reversed in this analysis.
Number of species was added at step six, slope position class
at step séven, and percent rock in the pit at step elght.

At the énd of the analysis all the plots were correctly
classified by the discriminant functilons.

For the third analysis the original plots were divided
into two groups. Group 1 contained the plots that had re-

generated from stands that were 40 years old when cut; Group

2, comprised the plots that regenerated from 82 year old stands.
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Univariate F tests on the physical site variables revealed no
significant differences between the groups. Forest compart-
ment records did not show any important differences in
species composition on the two areas at the time of the
1953-1955 clearcut. However, analysis revealed significant
species differences hetween the two'groups at the time of
meaéurement.

The first variable used in the analysis, doh of chestnut
oak, correc%ly classified 42 plots. By step three having
added basal area of birch and dbh of a combined group of
specles called "other", the discriminant function correctly
cléssified L5 plots. At the end of the analysis four plois
were misclassified. Referring back to the location map of the
study aréa it was determined that all four plots were near the
original boundary line between the two stands. Thus the
possibility exists that the plots may have been misclassified
by an error in the original compartment mep rather than mis-
clasgified by the discriminant functiong.

The variable means and standard deviations are given in
the computer output for the groups used in each discriminant
analysis. Comparison of the species® basal area values for
the two groups used in the third analysis revealed some
interesting differences. Group 1 (regenerated from the youngef

stand) had three-and-a-halfl times the basal area of northern
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red oazk that Group 2 had. Northern red oak is the most
valuable of the specles mix on the study area. Red maple,
considered a weed on these poor sites, was present in
significantly lower numbers in Group 1. Although further
~research is definitely needed, the results of this analysis
appear to indicate that species composition can be regulated
byrputting at different stand ages. The reason behind this
lresponse to rotation age apparently lies in the differential
relationshiﬁs between age and sprouting vigor by species.

‘However, it should be recognized that while hypotheses
may be formulated based on the results of a discriminant
analjsis;'the results can not be'considered to represent a
cause and effect relationship. Cause and effect relation-
ships caﬁ only be established through careful control and
_manipulatién under proper experimental design conditions..

In the fourth use of discriminant analysis.the groups
were based on the result of a cluster analysis. Bécause the
results are most closely tied to the original analysis, they
will be discusced in the following section.

From the pfeceeding discussion it should be évident
that many other types of groupings could have been tried.
For example, the plots could have been grouped based on aspect
or slope position or any othor variable of interest. However,

given limitations on time and money, trying all possible.
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groupings was not considered feagible.

61uster_Analysis

The cluster analysis program used in this study
employs the lumping or aggregation technigue described
in Chapter VI. The first program run used the raw data
from all variables. This resulted in two final groups
which were identified as basiecally low and high total
basal area. Since this technigue is based on minimizing
within group variance while maximizing between group
variance, it is not surprising that the groups were primar-
ily seperated on the basis of the variable with the 1argest
variance. '

In the second analysis total basal area was deleted
from the data. This resulted in two final groups of 15 and
35 plots. Discriminant analysis was then run using these two
groups. All plots were correctly clasaified, The three most
important variables in disc?iminating between the groups were
abh scarlet oak, dbh chestnut oak. and bagal area white oak.

' Using the first two variables alone the differences hetween
the groups were significant at the 97.5% level (P test, a=

+025). With the three variables used the significance level
increased t0o 99.5%., The first group had no birch or striped

maple, greater basal area and dbh of scarlet and whife oak,
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lower percent surface rock and percent slope, and contained
mofe of the plots that were in the stand that was younger
when cut. The second group had significantly higher basal
area and dbh of red maple and chestnut oak.

Although the usefulness gf these groups may not be
immediately apparent, it should be remembered that the
sampling efficiency of any further research in this area
cah be greatly increased by using natural clusters or strata
such as these groups represent. For example, the develop-
ment of accurate site index prediction equations is enhanced
when related groups are formed prior to multiple regression
analysis, In addition, further analyses may bersuggested by
the type of groupings, leading to increased undersitanding
of the-relationships within the Sysfem.

Thus, future research might confirm that scarlet
and white cak are often associated togather under certain
site conditionsa On this area this assoclation might indicate
similiar species tolerances: If so, then the planting of
. searlet ocak would be assured a better chance of survival on
gites where white oak is present. In the planning stages of
a planting program, white oak sites should have a high priority.

Further computer runs using cluster analysis were done
using standardized variables both with and without the

inclugion of total basal area as a variable. Deleting basal
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area made no difference whatsoever in the plot groupings
when standardization was employed. Interestingly enough
the final two groups obltained using standardized variables
were quite simillar to those that resulted when basal area
was deleted from the raw data.

Analysis of other group‘ﬁﬁmbers (i.eg,'when the number
of groups was three or more) was not done because 1t was
felt that the information that would be gained would be
-repétitions considering the analytical methods used. However,
it ghould be emphéeized that cluster analysis can be a
powerful statistical tool used either alone or in conjunc-
tion with other technigues of analysis- Most computer programs
give the results step by step. This means that the groups
are listed at each step along with the error calculated for
that grouping. Groups or individual plots that remain intact
through a large number of steps can be examined to see what
determines their coherence or isolation., When proportionately
large jumﬁs are seen in the .calculated error, the merged
groups can be carefully examined to determine their basic

differences.

Multiple Regresgion

Linear multiple regression wag run using a step-wise

program. This program is similiar to the step-wise
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discriminant program in that variables are added to the
function one at a time based on their F values. The re-
gression function, partial and multiple correlation
coefficients, standard error of estimation, and an aﬁalysis
of varisnce table are all presented at each step. Five
analyses were run; total basai area.with all the o%her
variables, total basal area with the site variables, and
lindividually the basal arvea of red maple, northern red oak,
and scarlet oak with the site variables., The results were
basically disappointing. |

The first analysis, which included the species values
for basal ares among the independent variables, gave the
mos-t aécurate regression equation. The first six variables,
all bassl area of individual specles, gave an equation that
accounted for 99% of the varlation in total basal area. The
First site variable, percent rock in the pit, was added at

2 were in the fourth or

gstep 10. Changes in the multiple R
fifth dedimal place from step 10 to the end of the analysis.
The second analysis used oply the physical site variables
and number of species as the independent variables wifh total
bagal area as the dependent variable. Using nine of the
independent variables, only 17% of +the variation in total

basal area was accounted for. This is equivalent to a

multiple correlation coefficient of 42, The regression
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function was not significant.

Multiple regression analysis with red maple basal
area as the dependent variable also ylelded nonsignifi-
cant results, Including seven of the physical site
variables in the regression equation resulted in a multiple

2 of +10. Thus the site variables acting together only

R
accounted for 10% of +the Variation in red maple basal area.

The next two analyvses, which used northern red cak and
scafleﬁ oak as the dependent variables, both resgulted in
highly significant regression equations (F test, o= .01).
In the analysis of northern red cak age at the time of cutting
was the first variable used, Tollowed by color, percent rock
in the pit, distance to the perimeter of the cut; soil depth,
percent surface rock, slope position class, and aspect. The
multiple correlation between these variables and northern red
cak was «63. Thirty-nine percent of the variation in the
dependent variable was accounted for by vayiation in the
independeﬁt variables. Percent slope was not included in the
equation because the F~-level was too low to warrant further
computation.

The relative importance of the variables was almost
completely reversed in the analysis of scarlet oak. Percent
glope was first variable in the regression function followed

by slope class, soll depth, distance to the perimeter of the
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cut, percent rock in the pit, percent surface rock, aspect,
and color. Age was not included in the function. The
multiple correlation between scarlet oak basal area and the
physical site variables was .61, Thirty-seven percent of
the variation in the dependent variable was explained by
variatlion in the independent ;ariables.

Regression analysis is the most practical or management
oriented of the methods utilized. When high multiple R
values are obtained, ‘the equationg can be useful for pre-
diction purposes. It should again be mentioned that high
R2 values do not indicate a causge and effect relationship.
Care should be taken not to fall Into this attractive trap.

2 values are obtained in analysis, thought

However, when low R
should be given to the possgible causes. Were the variables
measured with sufflcient precisgion? Or should additional
variables be measured to gain the required precision? If

a large number of variables will need to be measured, then
regressioﬁ can become an expensive and time consuming method
of analysis.

Multiple regregsion énalysis can also be done using
variable transformations or combinations in linear or non-
linear models. These alternatives might have resulted in
more accurate equations, that is, equations in which the

independent variables accounted for a greater percent of the




variation in the dependent variable. However, these
alternatives were not explored because it was felt that
additional transformations, variable combinations, and
non-linear models would give results that would be

difficult.to interpret biologiéally.

Canonlcal Correlation Analysis

Six analyses were run using canonical correlation.

With the exception of the analyses of white oak and red
maple, all the correlations obtained with the first pair of
canonical variates in each analysis were significant at the
00% level or better.

Using all of the productivity measures (i.e., all the
basal area and dbh values) as one variable set and the
physical site measures as the other variable set, the first
canonical variates had a correlation of .89 significant at
@ = ,0008, The second variate palr had a correlation of .84
significant at o= .0096. The relationships between the other
seven variate pairs were not significant. Total basal area
and the species' basal area values had the highest coeffici-
ents or loadings on both of the productivity variates. The
site variates however showed different patiterns. On the
first site variate, age of therprevious atand and slope

posltion class had the highest loadings, while on the second
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gite variate percent slope and distance to the perimeter of
the cut had the highest loadings. In canonical analysis
multiplying the correlation between the canonical variates
by the loading of a variable on one of the variates gilves
the correlation beﬁween that varisble and the other canoni-
cal variate. For example, slépe position class on the first
site variate had a loading of .64. Multiplying this load-
ing by .89 ( the correlation between the variate pair) gives
a correlation of .57 between slope clasg and the first
productivity variate. This means that 32% (,572) of the
variation in the productivity variéte can be explained by
variation in position slope alone.

Canonical correlation analyses were also run for each
of the five major species using the basal area and dbh
measures for the productivity variate. The resulting cor-
relations ranged from .49 for white oak to .71 for chestnut |
oak. All of the correlations were higher than those obtained
from the éomparable multiple regression analyses.

In the analysis of chestnut oak, age of the previous

stand had the highest loading, 83, followed by percent slope

at «39. On the productivity variate dbh was the mogt import-
ant variable having a loading of +99. This relationship
between dbh chestnut osk and age also came out in discriminant

analysis. With only two variables in the productivity set, the
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usual pattern was for one of the variables to be of

major importance in one variate pair while the othex
productivity measure was more heavily loaded on the

gsecond variate pair.

Tﬁe analysis of northern red oak showed age of the
previous stand and soil depth explained 39% and 34%,
respectively, of the variation in the prdductivity var-
jate with basal area being most heavily weighted (.88).

Age in the analysis was negatively correlated with the
productivity variate. Scarlet oak productivity, with both
basal ares and dbh having moderate to high loadings, was
most strongiy related to percent slope, age, and soll depth
with loadings of =70, -43, ahd 40 respeétively.

The most important site variable obtained from exami-
nation ‘of the canonical loadings wﬁs in all cases the first
variable selected in step-wise mﬁltiple regression analysis.
However, the relative importance of the other variables used
in analysis often changed drastically betweén canonical and
regression analysis. TFor examﬁle, regression analysis of
scarlet oak did not include age as a veriable because the
probability of significance was too low; however, ége had

the second highest loading in canonical analysis.

Factor Analysis

The step by step method mentioned in Chapter 4 was used




“to determine the number of factors to be extracted for the
final analvsig., It wasn't felt that the measured varlables
were preclse enough to serve as estimatcrs.of the basic
factors that influence site productivity. 'For this reason
a model to explain‘the variation in the observed responses
was not congtructed.

In the first run the maximum.number of factors (i.e. 27)
was extracted, OFf the variation in the responses 8L. 6% was
common. This means that the comuon-factor vériatea
generate 84.6% of the variance among the.responses (covarignce),
while 15.4% of the variation is due to variation of the
specific responses. Examination of the factors revealed that
over half of them individually ex@lained less than 2% of the
covariance. All of the extracted factors together accounted
for 100% of the observed variation. The second computer run
extracted ten factors, accounting for 87.8% of the variance.
The last three factors extracted on this run individually
accountéd for less than 5% of the variance. A third and.
lagt factor analysls was performed, this time extracting
seven factors. Together these factors accounted for or
extracted 77.5% of the variation. It was felt that this
was a reasonabile stopping point for the extractlon proccess.

The computer program used for this analysis employed

Kaiser Varimax rotation of the computed factor scores. The
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Varimax method is the most popular rotational procedure for
factor analysis in use today. It maximizes the variance

of the squared factor loadings by columns (i.e. maximizes
the loadings on the factors rather than on the variables).
Comrey {(1973) disohsses the interpretation of varimax load-
ings as follows: h

"On any given factor, a pattern is desired such
that there are some high loadings and lots of
Jow loadings with few intermediate-sized load-
ingg. This type of solution offers easy inter-
pretablllty because variables with high load-
ings are similiar to the factor in character,
where as varlables with low leadings are not.

A variable with an intermediate loading is...
of llttla uge in teillng what the factor l1s

or is not like. Varimax rotations, then, tend
to push high loadings higher and low loadings
Lower, to the exLent that this is possible
within the constraints maintained by an
orthogonal reference frame. Factor pObltlons
are determined, therefore, by the locaticns of
clugters as well as by the location of hyper-
planes. A Varimax factor will tend to be drawn
toward a neighboring cluster because this
elevates the variance of the squared factor
loadings for the factor."

This interpretation of a factor being drawn toward a
neighboring cluster is especially interesting when the actual
factors are examined. Careful examination of the first factor
in Table 5-2 will show That the varisbles with the highest
loadings are the same variables which were most important in
constructing the discriminant functions which seperated the

groups determined by cluster analysis. The approximate




Pable 5-2 Variable factor loadings for the first four

extracted factors.
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Variable Variable loadings
| Factor 1 Factor 2 Factor 3 Factor &4
Total bagal area =.30 - Ol ' :05 - Ol
# of species -2 « 26 BN 1% 48
501l depth -+ 50 e 25 -5 21
Aspect 15 =+ 05 15 .16
% slope o 51 .12 <36 . 09
Slope position » 37 e 57 W19 o 14
Distance to edge =.26 « 09 -.02 00
Age + 00 » 30 . 64 - 20
% surface rock %) -3l 32 -.08
% goil rock -e12 « 50 -+ 09 - 07
Color 11 -.08 Ol - 01
Bagal area '
Red maple C W17 .02 13 -0 16
Ne red oak =02 -+ 32 ~e55 11
Scarlet oak -4 81 ~s 0 =8 -.18
Chestnut oak 07 03 82 02
White oak -e'75 -.17 11 . 06
Birch ¢ 26 .82 «15 .05
Other =07 07 « 05 .94
dbh .
Red maple «08 T ¢ .10 .19
N. red oak - o 140 -e 25 ~e35 .21
Scarlet oak - 78 - =09 07 - 02
Chestnut oak +03 + 00 « 84 .08
white oak -e73 - 20 o LU + 30
Birch o 17 ' + 70 « 29 « 36

Other =403 « 07 - 18 .

Communality

93
765
615
117
.591
563
. 156

578
+533
317
.187

772
<799
745
723
656
.850
. 890

[ 68)4'
+525
637
830
726
o PN
[ ] 898
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relationship between the factor loading (the variable factor
correlation) and its value for factor interpretation purposes
is presented in Table 5-3. This first factor has high load-
ings for dbh and basal area for scarlet and white oak and
low loadings for chestnut oaklénd red maple. These were the
characteristics that defined the Ffirst group determined by
cluster analysiss The second group defined by cluster
analysis is represented on factor 3. Here the highest
loadings are on the chestnut oak variables. Age is also
weighted fairly heavily, no surprise considering the relation-
ship between chestnut oak and age that was revealed in
digeriminant analysis.

Factor 2 is heavily welghted for basal area of birch
and moderately to heavily weighted for dbh birch,slope position
class and percent rock in the pit. . Birch dbh and basal area
were correlated most strongly with slope position in the basie
correlatiqn matrix. A weak but positive correlation was also
observed Eetween slope position and percent rock in the pit.
Although factor indentification is not definite 1t seems
probable that this factor represents water availability.
Moist soils, especially those associated with protected sites,
are usually considered most favorable for birch. Percent rock
in the pit is probably weighted because of its relationship

with slope position and water availability. Perhaps better
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Table 5~3. Importance of variable-factor correlations.

(Adapted from Comrey, 1973.)

Factor loading Percentage of variance Rating for factor
for variable common with factox interpretation
71 . 50 Excellent
63 | Lo . Very good
55 30 Good
45 20 Palr

e32 10 Poor




results could have been obtained if the data from grey
and black birch had not been combined for analysis.

Factor 4 1is apparently a measure of diversity. It
is highly correlated with basal area and dbh of the less
common spécies. Moderate loading of number of species is
alsc present on Factor 4. However, what the common-factor
variates are behind PFactor 4 or Pactors 1 and 3 is not clear.
Perhaps they represent specific fertility factors important
for the speciles heavily loaded on these factors. However, |
without additional information on nutrient avallability
these hypotheses can not be tested. |

Factors 5 and 7 appear to be general productivity
factors. Factor 5 has high negative loadings for red maple,
the mogt common specieg, and a moderate-sized negative load~
ing for total basal area. Factor 7 in contrast, has high
positive loadings for total bagal area and for northern red
oak basal area,Northern red oak is the specles with the
greatest basal area on the gtudy area. Factor 6 appears to
‘be correlated with the absence of striped maple. These factors
were Jjudged to be too general to warrant further discussion.

Another agpect of interpreting a factor analysis deals
with examining the communalities of the variables. These
commﬁnalities, often represented hz are given in 'Table 5-2.

The h® value for a variable represents the overlap between
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the variable and the seven factors in what they measure.

If the communality for a varlable was i,o, it would

indicate thaf the variable overlaps totally with the factors.
In this case, the variable's scores could be predicted
perfectly by a weighted combination of the factor scores.
With this in mind it is interesting to note that the
variables with the lowest communalities (below .20) are the
artificial or c¢oded variables, aspect, color, and distance
to the periﬁeter of the cut. These variables blay an
insignificant role on these factors which apparently measure

productivity or the underlying influences on productivity.
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SUMMARY AND CONCLUSIONS

Regeneration Varliablility

One of the objectives of this study was to discover some
of the factors which inflience the variability of regenera-
tion in some young mixed oak stands. To aild in achleving
this goal, fifty plots were located on the study area and a
series of edaphic, physiographic, blological, and management
variables wéfe measured. The data were analyzed using a
number of multivariate statisticsl methods. The results were
fairly good. Insights were gained about some of the factors
which affect species density and diversity.

Water. avallability is probably the most important factor
influencing the amount of basal area present on a plot. The
gingle most important meagured variable that discriminated
between basal area classes wag percent rock in the soil pit.
This variable is probably important for a number of reasons.
Pirst, ag percent of rock in the pit inecreases, the soll
volume at any given soil depth decreases. In droughty, shallow
soils, reduciﬁé the soll volume avallable for water or nutrient
extraction by tree roots probably acts as a major factor
Limiting the density a plot can support. In adjacent mature
stands complete canopy closure ig rare, most likely indicating

severe root compelition.
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The average amount of rock in the soll pit varies
from 16% in the low basal ares class to 26% in the medium
class to 104 in the highest class. From the previocus dis-
cussion, the expected rock percentages in the low and medium
classes should be the reverse of those obtained. However,
average soil depth to bedrockvshowed a similiar up and down
pattern with the values in the low, medium and high groups
being 14, 19%, and 15 inches respectively. Thus the high .
perbentage of rock in the medium group can be partially
explained by the higher associatedlsoil depth. It was not
deemed possible to determine accurately the actual soil
volumes for the basal area groupé because the percent rock
measurements were made by occular estimation.

While it ig felt that a linear relationship may exist
between soil volume and basgal area, this relationship is
complicated by the correlation between slope position clags
and percent rock in the pit. Slope position was also an
importanf variable in discriminating between basgal area groups.
~ The average values for slope position ciass were 3.8, 3.4 and
L.5 for thé Low, medium and high groups regpectively. The
_ highegt'position clagses are atfthe bottom of the slope where
the greatest amount of percent rock in the pit is found. The
highest slope position classes are probably most farorable

because of their more sheltered position and their increased
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water supply gained from downslope water movement. Slope
position probably partially compensates for increased soil
rock.

An eastern aspect predominated on the best sites while
north-northwest wasg most oommon'on the poor sites. This
relationship lends suppoxrt Lo iloyd and Lemmon's (1970)
remarks that optimum rectification of azimuth depends on the
soil series under consideration. If further research is
doné in thig area, aspect should be coded to resull in a
linear relationship with site productivity.

Rather clearly, specles diversity was strongly tied to
the age of the previous stand when cut. This one factor was
of overriding importance in determining the presence and
vigor of many of the most common specles. white oak was the
only species that showed no differences between the two groups.
The difference in birch basal area was signiflcant at the
96% levels. CGroup differences In dbh and basal area of north-
grn red oék and chestnut oak were significant at the 99% level
or better. Northern red oak basal area and dbh were higher
in the group of plots that regenerated from 40 year-old stands
while dbh and basal area of chestnut oak and basal area of
birch were significantly higher in the group that regenerated
frem 82 year-old stands. The probability that the differences

between the groups were significant for the other gpecles
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ranged from 75 to 87 percent.

If this relationshlp between a species' presence and
vigor and the rotation age of the previous stand is con-
firmed in future research, the forester in these types of
low productivity stands will gain an important silvicul-
tural tool. On poor gites investments in planting or seed-
ing with weed speciles contfol can not currently be justified
in terms offfinancial return. However, if gpecies manipula-~
tioh can behgained via commercial cuts, the future value of
these gtands can be increased considerably.

| Slope position class and percent slope were also
important in determining specles importance. The distribu-
tions of birech, red maple, and scarlet oak were strongly
influencéd by these two variables. Scarlet oak was more
prevalent at the higher elevations with steeper slopes while
red maple and birch were most common toward the bottom of
thé slope, assgociated with milder gradients.

It ié Telt that the use of basal area and dbh has real
utilityrin analyzing young even-aged stands. These measure-
ments are easy to obtain and are moderately well correlated
with the measured site factors, Site index, the most widely
used measure of forest produwctivity, is not applicable in
young, sprout-origin, mixed-species stands. NMeasures of

density, diversity, or species importance used in many
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ecological studies were examined in a preliminary analysis
and found to have lower correlations with the site factors
than the measures of dbh and basal area did. Also, the use
of gynthetic indices makes the interpretation of the results

more difficult.

Analvtical Technigues

All of the statistical techniques utilized yielded
information that was useful in identifying some of ‘the facﬁors
influencing the variability of the regeneration. There was
quite a bit of overlap in the information gained from some
of the analytical techniques, but this was to be expected
congidering the number of analyses performed. The specific
information gained from each technique was given in the pre;
ceding chapter, but some general comments on each method are
presented below.

Firet, none of the methods should be considered imprati-
cal because of thelr cost. Thirty-eight successful and un-
counted unsuccesgful computér runs were made during the
' course of this study. The total bill for computer time came
to less than two hundred dollars. A digeriminant analysis
program with +the maximum number of optidns selected and
printed out cost about three dollars. All of these techniques

are avallable in widely distributed statistical packages such




a8 BMD biomedical computer programs. Thus, these statisti-
cal methods should not be considered elther expensive or
unavailable. ‘

Discriminant snalysis was the most successiful technique
in terms of the information gained. The results were easy
to interpret and were least duplicated by the othex statig~
tical methods. Fubure forestry research wight well include.
this method of analysis.

Cluster analysis wds most useful when used in conjunc-
tion with digecrininant analysis. Two naturallgroupings‘were
determined which could easily form the basis for stratified
sampling if future research ls conducted on the study area.
In particular, if site index'claséification ilg desired when
the stands are older, sampling within these clusters will
probably result in increasged accuracy. _

Multiple regression analysis usually has an imnediate
practical goal, such as the prediction of forest productivity
clagsses. Both in terms of accurate prediction and of the
baéic information gained, regression analysis was fairly
unsuccessful. Whether the poor results were due to the type
of relationships tried (i.e., linear) or whéther the nmeasured
variables were insufficient to account for the observed

variation in bagal ares can not be determined without Ffurther

analysis.
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Canonical correlation analysis gave information on the
types and strengths of the relationships between the produc-
tivity and the site variables. While this information was
ugeful, it is feltlthat canonical analysis would be of great-
est value when larger, more complex variable sets are used.

FPactor analysis in this éﬁudy served basically as
additional confirmation of the relationships revealéd in
other analyses. Factor analyses are often undertaken in
series to iééntify accurately the exact nature of the under-
lying factors. Fubure research would probably atterpt to
measure variables which are hypothesized to influence or
measure the factors. Large sample sizes are needed for the
researcher to have confidence in the results. Pactor analysis
alone offers the possibility of actually identifying the |
common causes which influence productivity, and should not
be neglected because of the scope of the research projects

needad.
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Appendix A

ok

Common and scientific names of plant specles on the study area.

Common Name Used

in Text

Trees
Striped maple

Red maple
Black birch

Grey birch
American chestnut

Flowering dogwood
White oak

Northern red oak
Scarlet oak

Serub oak
Chestnut oak

Common Name Used

in Text

Shrubs and ground vegetation
Speckled alder
Sarsparilla
Bush honeysuckle
Wood fern

Huckleberry

Mountain laurel
gSweet fern
Blueberry

Scientific Name According

to Little, 1953

Acer pensylvanicum L.

Acer rubrum L.
Betula lenta L.

Betula populifolia Marsh.

Castenea dentata (Marsh. )Borkh.

Cornus florida L.
Quercus alba I

Quercus rubra L.
Quercus coccinea Muenchh.

" Quercus ilicifolias Wangenh.

Quercus prinus L.

Scientific Name According

to Gleason and Cronguist, 1963

Alnus rugoga (DeRoi)Spreng.
Aralia nudicaulis L.
Diervilla Lonicera Mill.
Dryopteris austrica var.
spinulosa (Muell.)Fiori

Gaylussacia baccata (wang. )K.Koch

and Vaceinium stamineum L.
Kalmia latifolia L.

Myrica asplenifolia L.
Vaccinium angustifolium Ait.
and Vaccinium Lamarckii Camp.
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Computer programs used in analysis.

95

Analysis

Digeriminant Analysis

Cluster Analysis

Multiple Regression
Analysis

Canonical Correlation

Analysis

Factor Analysis

Programn Name

BMD 07M, Stepwise
Discriminant Analysis

HGROUP

BMD 02R, Stepwise
Regression

CANONA

FACTOR

Source

Dixon, 1971

Veldman, 1967

Dixon, 1971
Veldman, 1967

Veldman, 1967
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